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#### Abstract

Placement is one of the most critical stages in the physical synthesis flow. Circuits with increasing numbers of cells of multi-row height have brought challenges to traditional placers on efficiency and effectiveness. Besides providing an overlap-free solution close to the global placement (GP) solution, constraints on power and ground (P/G) alignments, fence region, and routability (e.g., edge spacing, pin short/inaccessible) should be considered. In this article, we propose a legalization method for mixed-cell-height circuits by a window-based cell insertion technique and two post-processing network-flow-based optimizations. Compared with the champion of the ICCAD 2017 Contest, our algorithm achieves $35 \%$ and $13 \%$ less average and maximum displacement respectively as well as significantly fewer routability violations. Comparing our algorithm with the state-of-the-art algorithms on this problem, there is an 8\% improvement in average displacement with comparable maximum displacement. The source code of our legalization is available at https://github.com/cuhk-eda/ripple.
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## I. Introduction

STANDARD cells are designed with the same height and aligned on placement sites for the simplicity of physical synthesis. With the globalized design and fabrication of integrated circuits, the semiconductor feature size continuously shrinks down to three nanometers [2]. However, the number of in-cell tracks diminishes significantly and the internal routability within a single-site-high cell becomes inadequate. In sub-five-nanometer technology nodes, there are placement sites of just three-track-high [3], which results in design difficulties of complex standard cells with high driving strength like multiplexers [4] and multi-bit flip-flops [5]. On the other hand, cell area is wasted in the region for N-type transistors when large cell width is required by P-type transistors to achieve similar rise and fall transition time [6]. For ascending performance and efficiency, complex cells are now designed with multi-row height and two-layer metal routing while simple cells remain single-row height and one-layer metal routing [7]. Consequently, the challenges in physical synthesis migrate from cell design to cell placement.
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Fig. 1. Pin access and pin short.

As the name suggested, the placement stage of physical synthesis allocates standard cells on sites of the core area. Traditionally, placement consists of three steps: global placement, legalization, and detailed placement. Global placement (GP) imports cells from the netlist and spreads the cells optimizing wirelength with analytical models [8]. Multiple objectives are considered including congestion, timing, and power but physical constraints like overlapping, site alignment, and special net connection are neglected. The physical constraints are instead resolved in the later step, legalization, where the quality of GP solution is preserved as much as possible, i.e., the average displacement of cells is minimized [9]. Finally, further refinement is conducted in detailed placement where the physical constraints are satisfied and wirelength is further reduced [10]. Therefore, the introduction of mix-cell-height circuits migrates most of the problems to the legalization step.

Previous works on legalization algorithms for mixed-cellheight circuits can be categorized into four types. Earlier literature converts the mixed-cell-height circuit legalization problem into a single-cell-height problem. Wu and Chu [11] construct artificial double-row cells from pairs of single-row cells by graph matching and conduct a double-row detailed placement on cells with the same double-row height. They consider width difference, cell connectivity, and displacement in the weight of graph edges. This method is under the assumption that all double-row-high cells have the same power and ground rail configuration. While maintaining the cell area, Dobre et al. [12] modify the mixed-cell-height library to have the same height with the shortest cell and partition the floorplan based on an initial placement solution conducted by the modified same-cell-height library and conventional detailed placement algorithms. A particular cell height is then specified to each partition and conventional detailed placement algorithms are performed again for each partition. Its limita-
tion is that all cell functions should have implementations in every cell height. Empirical results show that mixed-cellheight designs achieve area and power reduction compared with same-cell-height designs but cell height swapping is required in this procedure and, as a strong and unnecessary constraint, selecting the same cell height for each floorplan partition affects the estimation of timing and power in logic synthesis and highly restricts the solution space.

Similarly to the single-cell-height circuit legalizer Tetris [13] and dynamic-programming-based Abacus [14], the second type of mixed-cell-height circuit legalization algorithms honor the horizontal cell order of GP. For example, Wang et al. [15] extend Abacus and optimize a quadratic programming (QP) of multi-row cells. Numbers of cell pins are regarded as the weight of quadratic cell displacement to restrict wirelength overhead. They legalize cells from left to right and evaluate the legalization cost of each cell in every neighboring row. The cost of dead-space is discussed in this method with six cases, which is timeconsuming compared with other methods. Chen et al. [16] propose a much faster method by relaxing the constraint of right boundary and dividing multi-row cells into multiple single-row cells whose adjacency is guaranteed by Lagrangian relaxation. By applying the Karush-Kuhn-Tucker (KKT) conditions, the quadratic legalization problem is then transformed into a linear complementary problem (LCP) and solved by modulus-based matrix splitting iteration method (MMSIM) whose convergence requires the just-mentioned separated formulation of multi-row cells. The cells placed outside of right boundary are finally resolved by a Tetris-like method, which results in large maximum displacement for dense designs with irregular fence shapes. To resolve the effect of locally dense area, Zhu et al. [17] propose a movement-aware cell reassignment method. After initially solving the quadratic legalization problem by MMSIM, disruptive cells are identified and reassigned toward sparse areas. MMSIM is then repeatedly conducted until the objective function has no further improvement. However, maintaining the cell order of GP loses solution space and may cause poor results especially for dense designs.

The third type is free from the artificial restriction on cell order. Chow et al. [18] propose a multi-row local legalization (MLL) algorithm where cells are legalized sequentially. When legalizing a target cell, the row assignments and relative order of previously legalized cells are maintained. In a window around the GP location of the target cell, different row assignments and insertion points of the target cell are explored and the total displacement is minimized by shifting cells in the local region horizontally. Its major limitation is that the later a cell is placed, the higher potential exists for the cell to be placed with large displacement. In addition, the minimized displacement is w.r.t. the current locations of local cells, which can be accumulated to large displacements w.r.t. GP locations after many iterations. MrDP [19] proposes a wirelength-driven legalization based on a chain move scheme and extends a dual min-cost flow (MCF) method [20] from single-row to multi-row cells for post-refinement. A potential problem is that using half-perimeter wire-length (HPWL)
instead of displacement as objective function in legalization may disturb other objectives optimized in GP.

There are some recent works that legalize mixed-cell-height circuits with additional constraints like IR drop mitigation [21] and half-row fragmentation [22]. However, none of the previous work solve the problem comprehensively. Some of them target at minimizing HPWL while some focus on the total displacement, but none of them simultaneously handle other important measures and constraints like the existence of fence region and routability issues which include pin inaccessible, pin short and edge spacing.

In this paper, we present a fast and high-quality legalization framework for standard cells with mixed cell heights, which outperforms the state-of-the-art under the displacement objective. Our legalizer optimizes both the maximum and average displacement. It also considers fences and routability constraints, minimizing the number of violations. Our major contributions are as follows.

1) We develop a mixed-cell-height circuit legalizer optimizing the maximum and average displacement with constraints on fences, edge spacing, and pin accessibility.
2) We devise a thread-safe method called multi-row global legalization (MGL) that inserts a cell optimally into a window, minimizing the average displacement of all the cells in the region from their global placement (GP) instead of their current positions.
3) Iterative bipartite graph matching is devised to minimize the maximum displacement among a group of cells that can exchange their positions without creating additional violations.
4) We extend the min-cost flow (MCF) formulation of the fixed-row-and-order problem to one that optimizes a weighted sum of the maximum and average displacement, with range constraints on the cell movements to avoid pin short and pin access violations.
The rest of the paper is organized as follows. Section II illustrates the problem formulation and constraints. Section III provides a detailed explanation of our proposed techniques. Section IV verifies the effectiveness of our approach, followed by a conclusion in Section V.

## II. Problem Formulation

Given a set of $m$ multi-row height cells $\mathcal{C}=$ $\left\{c_{1}, c_{2}, \cdots, c_{m}\right\}$. The cell height and displacement are measured in terms of the multiple of single row height. Let $\mathcal{H}$ be the set of cell height, $\mathcal{C}_{h} \subseteq \mathcal{C}$ be the set of cells whose height is $h$. The problem is to place each cell $c_{i}$ from global placement (GP) $\left(x_{i}^{\prime}, y_{i}^{\prime}\right)$ into $\left(x_{i}, y_{i}\right)$ with a corresponding displacement:

$$
\begin{equation*}
\delta_{i}=\delta_{x i}+\delta_{y_{i}}=\left|x_{i}-x_{i}^{\prime}\right|+\left|y_{i}-y_{i}^{\prime}\right| \tag{1}
\end{equation*}
$$

such that the maximum and average displacement is minimized:

$$
\begin{equation*}
S_{a m}=\frac{1}{|\mathcal{H}|} \sum_{h \in \mathcal{H}} \frac{1}{\left|\mathcal{C}_{h}\right|} \sum_{c_{i} \in \mathfrak{C}_{h}} \delta_{i} \tag{2}
\end{equation*}
$$

which is the metric used in the ICCAD 2017 Contest [9]. Multi-row height cells provide high driving strength so that they potentially supply more fanouts and are more critical in timing. Being minorities, the displacement of multi-row cells is better honored. Besides, this objective can better verify the effectiveness of legalizers on cells of any height.

Besides, cells should be overlap-free and aligned to placement sites of the chip. The power and ground (P/G) alignment and the fence region constraint are treated as hard constraints:

1) Cells with even cell heights must be placed in alternate rows with aligned P/G rails [18];
2) Cells assigned to a fence region must be placed inside the fence boundary [23].
Note that there is no restriction on the row assignments for cells of odd cell height because they can be flipped vertically to correctly align with the P/G rails.

We divide the routability violations of cell pins in two categories and consider them as soft constraints [24]. Inter-cell pin short or spacing violations are modeled as edge spacing. Violations with P/G grids and input/output (I/O) pins are modeled as pin short or pin access violations.

1) An edge-type rule is specific to neighboring verticaledge pairs of cell instances. Cell edges particularly refers to vertical edges of cells and are categorized into cell edge types. A minimum spacing is required between any two cell edge types.
2) Signal pins of cells should be able to connect with vias or regular wires without creating violations. If a signal pin is short or inaccessible due to the $\mathrm{P} / \mathrm{G}$ grids and I/O pins, there may not be available access point for the pin in detailed routing.
In modern chip design, the P/G rails are usually regular grids running horizontally or vertically in alternate metal layers. Note that a signal pin on metal layer $k$ is short if it overlaps with a $\mathrm{P} / \mathrm{G}$ rail or an I/O pin on metal layer $k$. A signal pin is inaccessible if it cannot be accessed by a regular wire without creating violations on metal layer $k$ or it cannot be accessed by a via without creating violations on metal layer $k+1$. As shown in Fig. 1, the left pin on metal layer one (M1) has pin access problem with the rail on metal layer two (M2), and the M2 pin is short with the M2 rail.

## III. AlGORITHMS



Fig. 2. The proposed legalization flow.
The overall algorithmic flow is illustrated in Fig. 2, which consists of three stages.

1) Given a global placement (GP) solution with multi-cell-height circuits, we first legalize it by multi-row global legalization (MGL) which inserts the cells into the placement region. Note that a cell may belong to


Fig. 3. Comparison between multi-row local legalization (MLL) and our purposed multi-row global legalization (MGL): (a) Global placement (GP); (b) Four cells legalized; Final results of minimizing the total displacement w.r.t. (c) current locations (MLL) and (d) GP locations (MGL).
a specific fence region. Cells that do not belong to any fence regions are placed in the default fence region which is outside all other given fence regions.
2) Next, the maximum displacement is optimized by swapping cells of the same type in the same fence region. The displacement cost function is linear at the beginning and exponential afterward to maintain the average displacement at the same time.
3) Finally, keeping the rows and cell order unchanged, the average and maximum displacement is further optimized by linear programming.
Details of these three major steps are explained in the following sub-sections.

## A. Legalization

In this section, we will introduce the MGL method which legalizes cells sequentially to minimize the average and maximum displacement from the given GP positions.

Inspired by MLL [18], MGL legalizes cells sequentially. Different from MLL that calculates displacement based on the current cell locations and can eventually accumulate a large displacement w.r.t. GP locations, MGL minimizes the displacement from GP locations directly. Fig. 3 illustrates an example, where the given GP positions are shown in Fig. 3(a). Suppose cells $c_{1}-c_{4}$ are legalized before inserting target cell $c_{t}$ as in Fig. 3(b), which already has a total displacement of two. In Fig. 3(c), MLL optimizes the total displacement w.r.t. current locations and achieves a value of one. However, the total displacement from GP position is actually three. Fig. 3(d) shows the result with minimized total displacement from GP positions (i.e., two) produced by MGL.

Algorithm 1 shows the flow of MGL. When legalizing a target cell $c_{t}$, a window $r_{t}$ around its GP position $\left(x_{t}^{\prime}, y_{t}^{\prime}\right)$ is considered. Meanwhile, legalized cells that lie completely within $r_{t}$ are referred to as local cells, which can be shifted for legalizing $c_{t}$. In MGL, the row and order assignment of local cells are fixed, but those of $c_{t}$ are enumerated and evaluated. With row and relative order of local cells fixed, inserting $c_{t}$ with height $h_{t}$ implies that we need to place $c_{t}$ in some gaps between the legalized cells in $h_{t}$ consecutive rows. A combination of those gaps for inserting $c_{t}$ is an insertion point. For a given $c_{t}$ and $r_{t}$, MGL first obtains all the legal insertion points by using the enumerating method in [18] (line 1). It then calculates the optimal displacement cost

```
Algorithm 1 MGL
Require: Window \(r_{t}\), GP position \(\left(x_{t}^{\prime}, y_{t}^{\prime}\right)\) of target cell \(c_{t}\).
Ensure: Legal positions of \(c_{t}\) and local cells.
    Find candidate insertion points \(\left\{p_{i}\right\}\) in \(r_{t}\);
    for all \(p_{i} \in\left\{p_{i}\right\}\) do
        for all breakpoint \(b\) do
            Store ( \(x_{b}\), left slope \(k_{b}^{l}\), right slope \(k_{b}^{r}\) ) in points;
        end for
        AcCurve(points); \(\quad\) Accumulate slopes.
        \(d_{i} \leftarrow\) optimal displacement;
        \(x_{t}^{i} \leftarrow\) optimal \(x\)-coordinate;
        \(y_{t}^{i} \leftarrow y\)-coordinate of \(p_{i}\);
    end for
    \(j \leftarrow \arg \min _{i} d_{i} ;\)
    Place \(c_{t}\) at \(\left(x_{t}^{j}, y_{t}^{j}\right)\) and spread local cells;
```

|  |  | Type $A$ |  | Type $B$ |  | Type $C$ |  | Type $D$ |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| $\dot{\dot{n}}$ | $\begin{array}{r} 4 \\ 2 \\ 0 \\ -2 \end{array}$ |  | 4 2 0 -2 |  | $\begin{array}{r} 4 \\ 2 \\ 0 \\ -2 \end{array}$ |  | 0 -2 |  |

Fig. 4. Four types of displacement curves.
of all the insertion points (lines 2 to 10). The displacement curve, which represents the cost of each insertion point with varied $x$-coordinate of $c_{t}$, can be constructed by adding up all displacement curves of the local cells and $c_{t}$. The construction of the curves is explained with more details later. The best position to insert $c_{t}$ with an insertion point is the position with the lowest cost on the displacement curve. After inserting $c_{t}$ at the position with the lowest cost, local cells are shifted to the left or right when needed to legalize the placement (lines 11 and 12). If there is no valid insertion point, the size of $r_{t}$ is increased and the legalization for $c_{t}$ is conducted again. In practice, the window size is initialized as the size of $c_{t}$, i.e., to check if $c_{t}$ can be directly placed at its global placement position without creating violations. After that, $r_{t}$ expands horizontally by six rows and vertically by four rows.

In MLL, when a valid insertion point $p$ is considered, there are only two types of displacement curves for any local cell as illustrated by type $A$ and $B$ in Fig. 4 in which the horizontal axis is the $x$-position of the target cell and the vertical axis is the displacement contributed by the local cell. The curves are of these shapes since we are measuring the distance from the original positions of the local cells before the target cell is inserted. Cells on the right of $p$ in the window have displacement curves of type $A$ because they may be pushed to the right of their original positions due to the insertion of target cell at different horizontal positions. Similarly, cells on the left of $p$ in the window have displacement curves of type $B$ because they may be pushed to the left due to the insertion. The turning points of these curves are called critical positions as they start contributing to the cost in displacement if the target cell moves beyond the corresponding critical
coordinate [18]. Since there are only these two types of curves in MLL, the optimal position to place the target cell can be obtained efficiently by finding the median of all these critical positions.

In MGL, the scenario is more complicated since the displacement is counted w.r.t. the given GP position. There are two more types of displacement curves as illustrated by types $A-D$ in Fig. 4. Without loss of generality, we first discuss the local cells on the right of a valid insertion point $p$, where there are two possible types of curves $A$ and $C$. Cells with their GP positions at or on the left of their current positions have displacement curves type $A$ because the target cell will only push them further to the right from their GP positions. For cells with their GP positions on the right of their current positions will have displacement curve type $C$. The turning points on these curves are either critical positions as in MLL (labeled by $a$ ) or positions computable from the GP positions of the local cells (labeled by $c$ ). We call all these turning points breakpoints. To prove the property of displacement curves, we introduce the definition of clusters as follows:

Definition 1. A right cluster is a set of cells that can move to the right together without creating overlaps with other cells. Specifically, a cell without adjacent cell on the right is a right cluster by itself.

Property 1. Every right cluster has a cell without adjacent cell on its right so that this cell is a right cluster itself.

Property 2. Every right cluster has a cell without adjacent cell in the cluster on its left so that the cluster without this cell is still a right cluster.

Lemma 1. If all cells in a window are placed at their optimal positions (i.e., total displacement is the smallest under the fixed row and fixed order constraint) w.r.t. their GP positions, the displacement curve for moving a right cluster to the right is piece-wise linear, non-decreasing, and convex.

Proof of Lemma 1. Base on the two properties, we prove it by Mathematical Induction. In the base step, if a single cell is a right cluster, the GP position of this cell will not be on the right of its current position because otherwise, we will have moved it further to the right. Therefore, its displacement curve is like type $A$ which is piece-wise linear, non-decreasing, and convex. In the induction step, we assume that the lemma is correct for all right clusters of $r-1$ cells. Then for any right cluster $\mathcal{R}$ of $r$ cells, we split it into a single cell $c_{l}$ without adjacent cell in $\mathcal{R}$ on its left and another right cluster $\mathcal{R} \backslash\left\{c_{l}\right\}$ with $r-1$ cells. If the displacement curve $d_{l}$ of $c_{l}$ is of type $A$, the lemma is clearly correct for $\mathcal{R}$ because adding two piecewise linear, convex, and non-decreasing curves will result in the same properties. If $d_{l}$ is of type $C$, then its slops is

$$
d_{l}^{\prime}= \begin{cases}0, & x_{t}<a  \tag{3}\\ -m_{l}, & a<x_{t}<c, \\ m_{l}, & c<x_{t},\end{cases}
$$

where $m_{l}$ is the weight on the displacement of $c_{l}$. Since all cells in $\mathcal{R}$ are originally placed at optimal positions, the slope

```
Algorithm 2 AcCurve
Require: points \(=\left\{\left(x_{b}, k_{b}^{l}, k_{b}^{r}\right) \mid b\right.\) is a breakpoint \(\}\).
Ensure: Total displacement curve.
    Sort points by \(x_{b}\);
    for all \(x_{b_{1}}=x_{b_{2}}\) do
        \(k_{b_{1}}^{l} \leftarrow k_{b_{1}}^{l}+k_{b_{2}}^{l} ;\)
        \(k_{b_{1}}^{r} \leftarrow k_{b_{1}}^{r}+k_{b_{2}}^{r} ;\)
        Remove \(b_{2}\) from points.
    end for
    for all breakpoint \(b\) do
        \(\bar{k}_{b}^{l} \leftarrow \sum_{x_{i}<x_{b}} k_{i}^{r}+\sum_{x_{i} \geq x_{b}} k_{i}^{l} ;\)
        \(\bar{k}_{b}^{r} \leftarrow \sum_{x_{i} \leq x_{b}}^{x_{i}<x_{b}} k_{i}^{r}+\sum_{x_{i}>x_{b}}^{x_{i} \geq x_{b}}\),
    end for
```

of the displacement curve $d_{\mathcal{R}}$ of the cluster $\mathcal{R} \backslash\left\{c_{l}\right\}$ satisfies

$$
\begin{cases}d_{\mathcal{R}}^{\prime}=0, & x_{t}<a,  \tag{4}\\ d_{\mathcal{R}}^{\prime} \geq m_{l}, & a<x_{t}\end{cases}
$$

because otherwise, the whole right cluster $\mathcal{R}$ should have been moved further to the right. Hence, adding up $d_{l}$ and $d_{\mathcal{R}}$ gives a piece-wise linear, non-decreasing, and convex shape curve. Therefore, the lemma is correct for any right cluster of $r$ cells, which accomplishes the proof.

Theorem 1 states that the final displacement curve is convex if the local cells are originally at their optimal positions w.r.t. their GP positions, before the target cell is inserted.

Theorem 1. Consider a window $W$ containing a target position ( $x_{t}^{\prime}, y_{t}^{\prime}$ ), a set $\mathcal{S}$ of local cells lying completely inside $W$ and a target cell $c_{t}$ to be inserted into $W$. If all the cells in $\mathcal{S}$ are originally placed at their optimal positions (i.e., total displacement is the smallest under the fixed row and fixed order constraint) w.r.t. their GP positions, the displacement curve, where the $x$-axis is the position of the target cell $x_{t}$, obtained by adding up the displacement curves of all the cells in $\mathcal{S}$ is piece-wise linear and convex.
Proof of Theorem 1. The total displacement curve is clearly piece-wise linear because the displacement curve for each cell is piece-wise linear and $|\mathcal{S}|$ is finite. The right (left) part of the displacement curve is accumulated by a set of right clusters so it is non-decreasing (non-increasing) and convex. Therefore, the total displacement curve is piece-wise linear and convex.

The pre-condition of having the local cells at optimal positions w.r.t. their GP positions would require running a min-cost flow (MCF, as described in Section III-C) before invoking MGL that will lengthen the running time. Therefore, in our implementation, we compute the cost at each breakpoint to find the optimal position. Since the number of breakpoints is linear with the number of local cells, the optimal positions can be found in linear time, as shown in Algorithm 2. Given a set of breakpoints sorted by $x$-coordinate (line 1 ), we first merge breakpoints sharing the same $x$-coordinate by adding the slopes together (lines 2 to 6 ). For the total displacement curve, its left (right) slope at each breakpoint is the right

```
Algorithm 3 Maximum Displacement Optimization
Require: Cell list \(\mathcal{C}\).
Ensure: Legal positions of \(\mathcal{C}\).
    while true do
        \(c_{t} \leftarrow\) cell with max displacement;
        \(\mathcal{C}_{T} \leftarrow\) cell list with the same type and fence;
        if \(\left|\mathcal{C}_{T}\right|>s_{0}\) then
            Sort \(\mathcal{C}_{T}\) by \(\left|x_{i}-\frac{x_{t}+x_{t}^{\prime}}{2}\right|+\left|y_{i}-\frac{y_{t}+y_{t}^{\prime}}{2}\right|\);
            \(\mathrm{C}_{T} \leftarrow\) top- \(s\) of \(\mathfrak{C}_{T}\);
            if \(c_{t} \notin \mathfrak{C}_{T}\) then
                    \(\mathcal{C}_{T} \leftarrow \mathcal{C}_{T} \cup\left\{c_{t}\right\} ;\)
            end if
        end if
        Optimize \(\mathcal{C}_{T}\) by bipartite matching;
        if max displacement of \(\mathfrak{C}_{T}\) is not changed then
            return ;
        end if
    end while
```

slope sum of left (non-right) breakpoints adding the left slope sum of non-left (right) breakpoints. Then the optimal $x$ coordinate $x_{b_{0}}$ is at the boundary of its feasible region or satisfies $\bar{k}_{b_{0}}^{l} \bar{k}_{b_{0}}^{r} \leq 0$.

## B. Maximum Displacement Optimization

In this section, we will present a maximum displacement optimization method in a legal placement. Recall that in MGL, each cell is processed sequentially and it will then be fixed to a row once placed. The maximum displacement can be further reduced if the row assignments can be changed, especially for the cells being placed near the end of MGL. It is unavoidable to place them with large displacements if the regions around their GP locations are dense. Fig. 6(a) shows the displacement of a cell type in a fence region. Each rectangle represents a cell. Red cells are of the same type and gray cells are of other types. The long gray lines connect cells to their corresponding GP positions. Some cells are placed to even tens of rows away from their GP positions.
To reduce the maximum displacement without introducing violations to the legal placement, we perform an iterative mincost bipartite matching to optimize the maximum displacement. For each iteration, we regard the cell $c_{t}$ with the largest displacement as the target cell and reduce its displacement with the help of cells close to the current and GP positions of the target cell. Algorithm 3 shows the flow of the optimization. Cell list $\mathfrak{C}_{T} \subseteq \mathcal{C}$ is initialized by cells with the same type and fence region as $c_{t}$ (line 3 ). If $\left|\mathcal{C}_{T}\right|$ is larger than a given number $s_{0}$, only $c_{t}$ and the cells close to $\left(\frac{x_{t}+x_{t}^{\prime}}{2}, \frac{y_{t}+y_{t}^{\prime}}{2}\right)$, the middle point of the current and GP positions of $c_{t}$, are selected for fast running time (lines 4 to 10). Given a bipartite graph $G=\left(\mathfrak{C}_{T}, \mathcal{P}_{T}, \mathfrak{C}_{T} \times \mathcal{P}_{T}\right)$ on the current positions $\mathcal{P}_{T} \subseteq \mathcal{P}$ of the cells in $\mathcal{P}_{T}$, any cell $c_{i} \in \mathcal{C}_{T}$ can take up the positions $p_{j}=\left(x_{j}, y_{j}\right)$ of another cell $c_{j}$ to minimize the maximum displacement without creating any violations. The problem is to find a perfect matching $\mathcal{S} \subseteq \mathcal{C}_{T} \times \mathcal{P}_{T}$ between cells and positions with the minimum total cost $\sum_{\left(c_{i}, p_{j}\right) \in S} D_{i, j}$,
where $D_{i, j}=\phi\left(\left|x_{j}-x_{i}^{\prime}\right|+\left|y_{j}-y_{i}^{\prime}\right|\right)$ and $\phi(\delta)$ is defined as a strictly increasing function such that it is linear when $\delta$ is small to preserve the average displacement. After a certain threshold of $\delta, \phi$ will increase rapidly in order to discourage large displacement. Here, we have:

$$
\phi(\delta)= \begin{cases}\delta, & \delta \leq \delta_{0}  \tag{5}\\ \frac{\delta^{5}}{\delta_{0}^{4}}, & \text { otherwise }\end{cases}
$$

where $\delta_{0}$ is the tolerable maximum displacement threshold. This min-cost perfect matching problem can be optimally solved by formulating as an MCF problem [25].

There are previous works that use bipartite matching in detailed placement to minimize HPWL but only those cells on "independent" nets can be optimized simultaneously [26], [27]. Here the cost function $\phi$ is defined in such a way that both the average and maximum displacement are handled and all selected cells can be optimized simultaneously.

## C. Fixed Row \& Fixed Order Optimization

After the matching-based maximum displacement optimization, we perform a final post-processing refinement to further reduce the maximum and average displacement by shifting the cells locally without changing the cell order and row assignments. Taking the objective of the total displacement as an example, given a set of $m$ multi-row height cells $\mathcal{C}=\left\{c_{i}\right\}$, the problem can be formulated as follows:

$$
\begin{array}{lll}
\min _{x_{i}} & \sum_{i} m_{i} \delta_{x i} & \\
\text { s.t. } & x_{i}+w_{i} \leq x_{j}, & \forall(i, j) \in \mathcal{E}, \\
& l_{i} \leq x_{i} \leq r_{i}, & \forall c_{i} \in \mathcal{C},
\end{array}
$$

where $m_{i}$ is the weight on the $x$-displacement $\delta_{x i}$ of cell $c_{i}$, $w_{i}$ is the width of $c_{i}, l_{i}$ and $r_{i}$ are the left and right boundary of the row segment that $c_{i}$ can horizontally shift inside, $\mathcal{E}$ is the set of neighboring pairs where $(i, j) \in \mathcal{E}$ if and only if $c_{i}$ is the left neighbor of $c_{j}$ on some rows. The left and right boundries of segments can be determined by core boundries, fence regions, or placement blockages.

Equation (6) can be converted to a dual MCF problem and effectively solved [19], [20]. Compared to the formulation in [19], our transformation to MCF has three strengths.

1) There are significantly fewer vertices in the flow network, which is more efficient.
2) The maximum and average displacement are optimized simultaneously.
3) Weight $m_{i}$ is set according to eq. (2) but is ignored in [19].

We first split the $x$-displacement $\delta_{x i}$ in eq. (6) to a pair of
variables $x_{i}^{-}$and $x_{i}^{+}$.

$$
\begin{array}{rll}
\max _{x_{i}, x_{i}^{-}, x_{i}^{+}} & \sum_{i} m_{i}\left(x_{i}^{-}-x_{i}^{+}\right) & \\
\text {s.t. } & x_{i}^{-} \leq x_{i}-x_{i}^{\prime} \leq x_{i}^{+}, & \forall c_{i} \in \mathcal{C}, \\
& x_{i}^{-} \leq 0 \leq x_{i}^{+}, & \forall c_{i} \in \mathcal{C}, \\
& x_{i}-x_{j} \leq-w_{i}, & \forall(i, j) \in \mathcal{E}, \\
& x_{i} \geq l_{i}, & \forall c_{i} \in \mathcal{C}_{L}, \\
& x_{i} \leq r_{i}, & \forall c_{i} \in \mathcal{C}_{R},
\end{array}
$$

where $\mathcal{C}_{L}\left(\mathcal{C}_{R}\right)$ is the set of left-most (right-most) cells in at least one of the segments.

Note that eq. (7) itself is not a dual of an MCF problem. As the dual LP of an MCF problem, each variable in the LP represents a vertex in the MCF and each constraint in the LP represents a edge in the MCF, where the vertices of variables with positive signs are sources of edges, the vertices of variables with negative signs are sinks of edges, and the constant is the cost of edges. To preserve the nature of an edge that consists of a source and a sink, we introduce an auxiliary variable $\tilde{x}_{0}$ representing the coordinate of the core origin in an auxiliary coordinate system. By substituting the coordinates in the auxiliary coordinate system $\left\{\tilde{x}_{i}, \tilde{x}_{i}^{-}, \tilde{x}_{i}^{+}\right\}$for those in the core coordinate system $\left\{x_{i}, x_{i}^{-}, x_{i}^{+}\right\}$, we have

$$
\begin{array}{rll}
\max _{\tilde{x}_{0}, \tilde{x}_{i}, \tilde{x}_{i}^{-}, \tilde{x}_{i}^{+}} & \sum_{i} m_{i}\left(\tilde{x}_{i}^{-}-\tilde{x}_{i}^{+}\right) & \\
\text {s.t. } & \tilde{x}_{i}^{-} \leq \tilde{x}_{i}-x_{i}^{\prime} \leq \tilde{x}_{i}^{+}, & \forall c_{i} \in \mathcal{C}, \\
& \tilde{x}_{i}^{-} \leq \tilde{x}_{0} \leq \tilde{x}_{i}^{+}, & \forall c_{i} \in \mathcal{C} \\
& \tilde{x}_{i}-\tilde{x}_{j} \leq-w_{i}, & \forall(i, j) \in \mathcal{E}, \\
& \tilde{x}_{i}-\tilde{x}_{0} \geq l_{i}, & \forall c_{i} \in \mathcal{C}_{L} \\
& \tilde{x}_{i}-\tilde{x}_{0} \leq r_{i}, & \forall c_{i} \in \mathcal{C}_{R}
\end{array}
$$

whose constraints have exactly one variable with positive sign and one variable with negative sign. Thus, its dual linear programming is an MCF problem:

$$
\begin{array}{cc}
\min _{f} & Q=\sum_{i}\left(x_{i}^{\prime}\left(f_{i}^{+}-f_{i}^{-}\right)-l_{i} f_{i}^{l}+r_{i} f_{i}^{r}\right)-\sum_{(i, j) \in \mathcal{E}} w_{i} f_{i j} \\
\text { s.t. } & F_{i}=f_{i}^{+}-f_{i}^{-}+f_{i}^{r}-f_{i}^{l} \\
& +\sum_{j:(i, j) \in \mathcal{E}} f_{i j}-\sum_{k:(k, i) \in \mathcal{E}} f_{k i}=0, \forall c_{i} \in \mathcal{C},
\end{array}
$$

where $\{f\}=\left\{f_{i}^{-}\right\} \cup\left\{f_{i}^{+}\right\} \cup\left\{f_{i j}\right\} \cup\left\{f_{i}^{l}\right\} \cup\left\{f_{i}^{r}\right\}$. After solving the MCF, the coordinates in the auxiliary coordinate system are the potential of vertices and the coordinates in the core coordinate system can be calculated by $x_{i}=\tilde{x}_{i}-\tilde{x}_{0}$, $x_{i}^{-}=\tilde{x}_{i}^{-}-\tilde{x}_{0}, x_{i}^{+}=\tilde{x}_{i}^{+}-\tilde{x}_{0}$. Note that each of the auxiliary vertices $\left\{v_{i}^{-}\right\},\left\{v_{i}^{+}\right\}$connects only two edges which can be
combined to form one edge. Hence, they can be eliminated. Overall, this is a MCF problem with $m+1$ vertices and $2 m+$ $\left|\mathcal{C}_{L}\right|+\left|\mathfrak{C}_{R}\right|+|\mathcal{E}|$ edges where $m$ is the number of cells, while the MCF in [19] has $3 m+2$ vertices and $6 m+|\mathcal{E}|$ edges. Our formulation is simpler and thus can be solved more efficiently.

1) Extension Considering Maximum Displacement: The formulation above optimizes the total displacement. To consider the maximum displacement, we further introduce a pair of auxiliary variables $\delta^{-}, \delta^{+}$whose absolute values represent the largest displacement of the cells to the left and to the right of the corresponding GP position. Thus, we extend eq. (8) to consider a weighted sum as follows:

$$
\begin{array}{cll}
\max _{\delta^{-}, \delta^{+}, \tilde{x}_{0}, \tilde{x}_{i}, \tilde{x}_{i}^{-}, \tilde{x}_{i}^{+}} m_{0}\left(\delta^{-}-\delta^{+}\right)+\sum_{i} m_{i}\left(\tilde{x}_{i}^{-}-\tilde{x}_{i}^{+}\right) \\
\text {s.t. } & \delta^{-} \leq \tilde{x}_{i}-x_{i}^{\prime}-\delta_{y_{i}}, & \forall c_{i} \in \mathcal{C} \\
\delta^{-} \leq \tilde{x}_{0}-\delta_{y_{i}}, & \forall c_{i} \in \mathcal{C} \\
\delta^{+} \geq \tilde{x}_{i}-x_{i}^{\prime}+\delta_{y_{i}}, & \forall c_{i} \in \mathcal{C} \\
\delta^{+} \geq \tilde{x}_{0}+\delta_{y_{i}}, & \forall c_{i} \in \mathcal{C}
\end{array}
$$

$$
\text { Equations }(8 \mathrm{a}) \text { to }(8 \mathrm{e})
$$

where $m_{0}$ balances the maximum and the average displacement in the objective function and $\delta_{y_{i}}$ is the $y$-displacement of cell $c_{i}$, which are constants since the row assignments will be preserved in this step. The dual LP is as follows:

$$
\begin{array}{ll}
\min _{f} & Q+\left(f^{p}+f^{n}\right) \max _{i} \delta_{y_{i}} \\
& \quad+\sum_{i}\left(x_{i}^{\prime}\left(f_{i}^{p}-f_{i}^{n}\right)-\delta_{y_{i}}\left(f_{i}^{p}+f_{i}^{n}\right)\right) \\
\text { s.t. } & F_{i}+f_{i}^{p}-f_{i}^{n} \stackrel{=}{=} 0, f_{i}^{p}, f_{i}^{n} \geq 0, \quad \forall c_{i} \in \mathcal{C} \\
& F_{0}+f^{n}-f^{p}=0,0 \leq f^{p}, f^{n} \leq m_{0}, \\
& f^{p}-\sum_{i} f_{i}^{p}=f^{n}-\sum_{i} f_{i}^{n}=0 \tag{11c}
\end{array}
$$

Equations (9c) to (9g),
where $f^{p}, f^{n},\left\{f_{i}^{p}\right\}$ and $\left\{f_{i}^{n}\right\}$ are auxiliary variables for handling the maximum displacement.

Fig. 5 shows an example. Cells $c_{1}$ and $c_{2}$ are single-row while cell $c_{3}$ is double-row. The corresponding flow graph is shown in Fig. 5(b). Vertices $v_{z}, v_{n}$ and $v_{p}$ are auxiliary nodes while each of the other nodes represents a cell in Fig. 5(a). The solid straight edges from $v_{z}$ (e.g., $f_{1}^{l}$ ) represent the flows for the constraints of the left boundary. The solid straight edge to $v_{z}\left(f_{3}^{r}\right)$ represents the flow for the constraints of the right boundary. The other solid straight edges (e.g., $f_{13}$ ) illustrate the flows for the constraints between neighbouring cells. The solid curly edges (e.g., $f_{i}^{-}$) represent the flows formulating the absolute value. The dotted edges (e.g., $f^{n}$ ) represent the flows for the formulation of the maximum displacement.

To solve the MCF problem, we deploy a network simplex algorithm that performs $O(m n N U)$ pivots and $O(n)$ time per pivot in the worst-case scenario, where $m$ and $n$ denote the number of nodes and arcs in the flow network respectively, $U$ denotes the maximum arc capacities and $N$ denotes the largest arc cost [28]. However, this bound does not reflect the typical performance of the algorithm in practice [29]. With the first eligible arc pivot rule, the algorithm can be much faster than this bound.


Fig. 5. Example of fixed row and fixed order optimization.

## D. Routability-Driven Refinement

Edge spacing rules define the minimum distances between different types of cells. The method in Section III-B does not create violations to any edge spacing rules because only cells of the same type replace each other in the bipartite matching and all pairs of consecutive cell edges remain unchanged. For the MGL and the fixed row and fixed order optimization, there are two kinds of cell moves. One is to horizontally shift cells to the left or right with row assignment and cell order fixed, where the edge spacing is reserved between each pair of consecutive cells. The other is to insert a target cell, where the edge spacing is reserved when constructing insertion points.

Pin access and pin short violations are caused by signal pins of cells sheltered by P/G rails or I/O pins so that no same layer wire or upper layer via can access the pins without causing design rule violations. Due to limited numbers of lower layer I/O pins and resource reservation for their routing, we treat the regions below I/O pins in M1 or M2 as placement blockages. So the source of violations can be divided into two types: overlaps with horizontal rails or with vertical rails.

In MGL (Section III-A), violations with horizontal rails are easily handled: if an insertion point has a violation with a horizontal rail, it will not be considered as a valid insertion point. On the contrary, violations with vertical rails are handled in a more detailed manner. When enumerating the insertion points in a window, local cells are moved to the left-most and right-most positions in the local region to validate the insertion points. After a local cell being moved to its left-most position, it moves back to the right until it has no violation with a vertical rail; the opposite happens for rightmost positions. If the window accommodates no violation-
free insertion points for both target cell and local cells, it is discarded and a larger window will be considered in the next iteration until the window covers the whole fence region. While evaluating an insertion point, the optimal position is chosen accordingly to the displacement curve. If there is a violation with vertical rails, a least-displaced-position without violation is selected.

Maximum displacement optimization (Section III-B) does not create pin access or pin short violations. To avoid more pin access and pin short violations in the fixed row and fixed order optimization (Section III-C), the cells will be restricted to a feasible range defined by the intersection of the row segment and the P/G rails. Thus, every cell has its left and right boundary constraints in the MCF, i.e., $\mathcal{C}_{L}=\mathcal{C}_{R}=\mathcal{C}$. $l_{i}$ and $r_{i}$ in the formulation are the left and right boundaries of cell $c_{i}$ 's feasible range respectively.

## E. Multi-Thread Implementation

Since local windows that do not overlap with each other can be processed simultaneously, MGL is implemented with multi-threading to speed up processing. A scheduling step decides which local windows can be processed at the same time. The scheduler maintains a list $\mathcal{L}_{p}$ containing 2 -tuples of the target cell and its corresponding local window under processing. In each iteration, the scheduler selects a fixed number of these 2-tuples that do not have their local windows overlapping with each other and pushes them into $\mathcal{L}_{p}$.

Legalizers in the child threads process MGL whenever there is unprocessed 2 -tuple in $\mathcal{L}_{p}$ and apply the legalization step. The scheduler switches to perform MGL as well when it finished scheduling. If MGL failed to insert the target cell, the local window is expanded and the new 2-tuple of the target cell and the expanded local window will then be pushed into a waiting list $\mathcal{L}_{w}$ from which the scheduler will select the 2 tuples for the next iteration. Since the scheduler synchronizes all threads and the cell order in $\mathcal{L}_{w}$ is kept the same as the original cell order, the multi-thread implementation is deterministic once the capacity of list $\mathcal{L}_{p}$ is determined.

## IV. Experimental Results

We implemented the proposed legalization algorithm for mixed-cell-height circuits in $\mathrm{C}++$ programming language. LEMON [25] is used as the MCF solver. We run all experiments on a 64-bit Linux machine with eight cores of Intel Xeon 2.1 GHz CPUs and 64GB RAM.

## A. ICCAD 2017 Benchmark Results

In the first experiment, we compare with a binary from the first place of ICCAD 2017 Contest [9] and a binary from the state-of-the-art [17]. Eight threads are used for the proposed algorithm and both comparison algorithms to simulate the Contest environment. We do not compare with [30] because the average displacement in its objective function does not consider the weights on cell numbers as Equation (2) and thus the results are biased toward single-row cells since, shown in TABLE I, at least $85 \%$ cells are single-row cells.

TABLE I
Statistics of ICCAD 2017 BENCHMARKS

| Benchmark | \# Fixed Macros | \# Cells of Different Heights |  |  |  | Density | $\left\lvert\, \begin{gathered} \text { HPWL } \\ (+\mathrm{e} 9) \end{gathered}\right.$ |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| des_perf_1 | 0 | 112644 | 0 | 0 | 0 | 90.6\% | 1.22 |
| des_perf_a_md1 | 4 | 103589 | 4699 | 0 | 0 | 55.1\% | 2.16 |
| des_perf_a_md2 | 4 | 105030 | 1086 | 1086 | 1086 | 55.9\% | 2.18 |
| des_perf_b_md1 | 0 | 106782 | 5862 | 0 | 0 | 55.0\% | 2.11 |
| des_perf_b_md2 | 0 | 101908 | 6781 | 2260 | 1695 | 64.7\% | 2.14 |
| edit_dist_1_md1 | 0 | 118005 | 7994 | 2664 | 1998 | 67.4\% | 4.01 |
| edit_dist_a_md2 | 6 | 115066 | 7799 | 2599 | 1949 | 59.4\% | 5.10 |
| edit_dist_a_md3 | 6 | 119616 | 2599 | 2599 | 2599 | 57.2\% | 5.33 |
| fft_2_md2 | 0 | 28930 | 2117 | 705 | 529 | 82.7\% | 0.45 |
| fft_a_md2 | 6 | 27431 | 2018 | 672 | 504 | 32.3\% | 1.09 |
| fft_a_md3 | 6 | 28609 | 672 | 672 | 672 | 31.2\% | 0.95 |
| pci_bridge32_a_md1 | 4 | 26680 | 1792 | 597 | 448 | 49.5\% | 0.45 |
| pci_bridge32_a_md2 | 4 | 25239 | 2090 | 1194 | 994 | 57.7\% | 0.57 |
| pci_bridge32_b_md1 | 6 | 26134 | 1756 | 585 | 439 | 26.6\% | 0.66 |
| pci_bridge32_b_md2 | 6 | 28038 | 292 | 292 | 292 | 18.3\% | 0.58 |
| pci_bridge32_b_md3 | 6 | 27452 | 292 | 585 | 585 | 22.2\% | 0.58 |

Some other benchmark statistics are also shown in TABLE I including design density and GP HPWL. Here, density is measured by the total cell area over the total free area.

We evaluate the pin access violations with Innovus 18.12 taking both Pre-route DRC Violations and Pin Access Violations into count. We adopt the score function in the contest as much as possible to have a more comprehensive comparison:

$$
\begin{equation*}
S=\left(1+S_{h p w l}+\frac{N_{p}+N_{e}}{m}\right)\left(1+\frac{\max _{i}\left\{\delta_{i}\right\}}{\Delta}\right) S_{a m} \tag{12}
\end{equation*}
$$

where $S_{h p w l}$ is the ratio of HPWL increase, $N_{p}$ and $N_{e}$ are the numbers of violations on pin access/short and edge spacing, $m$ is the number of cells, displacement $\delta_{i}$ and $S_{a m}$ are calculated by Equations (1) and (2) and $\Delta$ is 100 [9]. Note that the runtime scores are not included because they are measured w.r.t other teams. The penalties of maximum displacement and target utilization are not included because their exact definitions are not clear and a constant factor is not revealed. The results are listed in TABLE II where our proposed algorithm achieves $35 \%$ smaller average displacement and $13 \%$ shorter maximum displacement compared with the first place. Our proposed algorithm also achieves $8 \%$ smaller average displacement and $4 \%$ longer maximum displacement compared with the state-of-the-art work. For routability-driven constraints, we have no edge spacing violations while the first place produces nearly six thousand in one case. We also have significantly fewer pin access violations. Without counting the designs that we are violation free, the numbers of violations are reduced by 398 times and 446 times on average, compared with the first place and the state-of-the-art, respectively. In terms of $S$, our purposed method has $47 \%$ and $9 \%$ improvement on average.

## B. Modified ISPD 2015 Benchmark Results

In the second experiment, we compare with the state-of-the-art placers [15], [16], [18]. The benchmarks are modified from the ISPD 2015 Contest [23] and provided by the authors of [18]. $10 \%$ of the cells were selected and converted to double height and half width. To be consistent with other works listed in TABLE III, we adapted our program to use

TABLE II
Comparison between Our Algorithm and the Champion in ICCAD 2017

| Benchmark | Avg. Disp. |  |  | Max. Disp. |  |  | HPWL (+e9) |  |  | Pin Access |  |  | Edge Space |  |  |  | Score $S$ |  |  | Runtime (s) |  |  |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
|  | 1st | [17] | Ours |  | [17] | Ours |  | st [17] | Ours | 1st | [17] | Ours |  |  |  | Ours |  | st [17 | Ours | 1st | [17] | Ours |
| des_perf_1 | \|0.710 | 0.807 | 0.870 | 7.7 | 6.6 | 10.1 | 1.30 | 01.33 | 1.34 | 7313 | 3636 | 216 |  | 0 | 0 | 0 | 0.87 | 70.96 | 1.05 | 9.55 | 22.64 | 28.91 |
| des_perf_a_md1 | 1.818 | 0.994 | 0.913 | 62.6 | 60.7 | 60.7 | 2.26 | 62.23 | 2.23 | 2566 | 3080 | 2 |  | 0 | 0 | 0 | 3.16 | 61.69 | 1.51 | 5.46 | 3.80 | 3.85 |
| des_perf_a_md2 | 3.476 | 1.328 | 1.143 | 68.0 | 40.4 | 48.1 | 2.28 | 82.26 | 2.25 | 2604 | 2986 | 2 |  | 0 | 0 | 0 | 6.26 | 61.98 | 1.75 | 5.50 | 6.27 | 3.84 |
| des_perf_b_md1 | 0.698 | 0.701 | 0.659 | 9.0 | 9.0 | 11.4 | 2.16 | 62.16 | 2.16 | 2442 | 2392 | 17 |  | 0 | 0 | 0 | 0.80 | 00 0.80 | 0.75 | 4.47 | 3.28 | 4.34 |
| des_perf_b_md2 | 0.655 | 0.655 | 0.617 | 20.0 | 19.4 | 24.1 | 2.19 | 92.20 | 2.19 | 2125 | 2120 | 0 |  | 0 | 0 | 0 | 0.82 | 820.82 | 0.78 | 4.16 | 2.40 | 3.80 |
| edit_dist_1_md1 | 0.798 | 0.765 | 0.660 | 7.9 | 7.8 | 5.8 | 4.09 | 94.10 | 4.09 | 3435 | 3414 | 0 |  | 0 | 0 | 0 | 0.90 | 00.87 | 0.71 | 5.17 | 3.10 | 3.89 |
| edit_dist_a_md2 | 0.646 | 0.639 | 0.612 | 16.4 | 16.4 | 16.4 | 5.18 | 85.18 | 5.17 | 3230 | 3235 | 0 |  | 0 | 0 | 0 | 0.78 | 80.77 | 0.72 | 4.31 | 3.71 | 4.29 |
| edit_dist_a_md3 | 0.901 | 0.838 | 0.760 | 28.0 | 23.3 | 23.3 | 5.46 | 65.48 | 5.46 | 3479 | 3361 | 194 |  | 0 | 0 | 0 | 1.21 | 11.09 | 0.96 | 44.34 | 25.66 | 16.73 |
| fft_2_md2 | 0.675 | 0.837 | 0.716 | 6.6 | 7.2 | 6.3 | 0.49 | 90.52 | 0.51 | 1942 | 932 | 75 | 598 | 80 | 0 | 0 | 0.96 | 61.07 | 0.86 | 1.18 | 0.90 | 1.40 |
| fft_a_md2 | 0.566 | 0.568 | 0.562 | 34.3 | 34.3 | 34.3 | 1.11 | 11.11 | 1.11 | 807 | 814 | 11 |  | 0 | 0 | 0 | 0.79 | 90.79 | 0.77 | 0.99 | 0.43 | 0.87 |
| fft_a_md3 | 0.536 | 0.538 | 0.529 | 11.0 | 11.0 | 11.0 | 0.97 | 70.97 | 0.97 | 764 | 765 | 5 |  | 0 | 0 | 0 | 0.62 | 20.62 | 0.60 | 1.02 | 0.46 | 0.80 |
| pci_bridge32_a_md1 | 0.696 | 0.664 | 0.650 | 42.6 | 42.6 | 45.7 | 0.47 | 70.47 | 0.48 | 588 | 564 | 1 |  | 0 | 0 | 0 | 1.05 | 51.00 | 0.99 | 1.11 | 0.89 | 1.07 |
| pci_bridge32_a_md2 | 0.898 | 0.894 | 0.832 | 27.2 | 18.1 | 18.1 | 0.59 | 90.60 | 0.60 | 1845 | 813 | 18 |  |  | 0 | 0 | 1.27 | 71.15 | 1.05 | 1.89 | 3.02 | 1.30 |
| pci_bridge32_b_md1 | 1.064 | 0.824 | 0.776 | 87.7 | 51.4 | 51.4 | 0.69 | 0.68 | 0.68 | 587 | 753 | 0 |  |  | 0 | 0 | 2.11 | 11.32 | 1.21 | 1.26 | 0.63 | 1.12 |
| pci_bridge32_b_md2 | 1.084 | 0.791 | 0.698 | 72.3 | 54.6 | 61.7 | 0.60 | 00.59 | 0.59 | 646 | 862 | 0 |  | 0 | 0 | 0 | 1.97 | 71.30 | 1.17 | 1.08 | 0.65 | 1.23 |
| pci_bridge32_b_md3 | 1.910 | 1.024 | 0.916 | 68.2 | 49.8 | 49.8 | 0.62 | 20.61 | 0.61 | 656 | 849 | 1 |  | 0 | 0 | 0 | 3.46 | 61.65 | 1.43 | 1.34 | 1.09 | 1.04 |
| Norm. Avg. | 1.35 | 1.08 | 1.00 | 1.13 | 0.96 | 1.00 | 1.02 | 21.02 | 1.00\| | \|398.09 | 445.95 | 1.00\| |  |  | - |  | \| 1.47 | 71.09 | 1.00 | 1.21 | 0.94 | 1.00 |

TABLE III
Comparison between Our Algorithm and State-of-the-Art Placers

| Benchmark | \#Cell | Density | Total Disp. (sites) |  |  |  | Runtime (s) |  |  |  |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
|  |  |  | [18]-Imp | [15] | [16] | Ours | [18]-Imp | [15] | [16] | Ours |
| des_perf_1 | 112644 | 90.58\% | 279545 | 474789 | 242622 | 188719 | 6.1 | 7.5 | 2.4 | 2.7 |
| des_perf_a | 108292 | 42.90\% | 81452 | 73057 | 72561 | 71049 | 2.5 | 3.8 | 2.3 | 2.1 |
| des_perf_b | 112644 | 49.71\% | 81540 | 72429 | 71888 | 70959 | 2.2 | 3.9 | 2.3 | 2.3 |
| edit_dist_a | 127419 | 45.54\% | 59814 | 60971 | 62961 | 57264 | 1.8 | 4.9 | 2.8 | 2.3 |
| fft_1 | 32281 | 83.55\% | 54501 | 53389 | 46121 | 38938 | 1.0 | 1.3 | 0.7 | 1.3 |
| fft_2 | 32281 | 49.97\% | 25697 | 21018 | 20979 | 20381 | 0.4 | 1.1 | 0.6 | 0.6 |
| fft_a | 30631 | 25.09\% | 19613 | 18150 | 18304 | 17897 | 0.2 | 1.2 | 0.6 | 0.6 |
| fft_b | 30631 | 28.19\% | 28461 | 21234 | 21671 | 20852 | 0.4 | 1.2 | 0.6 | 0.6 |
| matrix_mult_1 | 155325 | 80.24\% | 80235 | 73682 | 71793 | 61992 | 4.0 | 5.4 | 3.6 | 3.2 |
| matrix_mult_2 | 155325 | 79.03\% | 75810 | 65959 | 65876 | 58250 | 4.2 | 5.4 | 3.7 | 3.1 |
| matrix_mult_a | 149655 | 41.95\% | 46001 | 40736 | 40298 | 39683 | 1.6 | 5.7 | 3.4 | 3.0 |
| matrix_mult_b | 146442 | 30.90\% | 40059 | 37243 | 37215 | 36658 | 1.2 | 5.6 | 3.2 | 3.2 |
| matrix_mult_c | 146442 | 30.83\% | 42490 | 40942 | 40710 | 39767 | 1.4 | 5.6 | 3.2 | 2.7 |
| pci_bridge32_a | 29521 | 38.39\% | 27832 | 26674 | 26289 | 25960 | 0.3 | 1.2 | 0.6 | 0.4 |
| pci_bridge32_b | 28920 | 14.30\% | 27864 | 26160 | 26028 | 26120 | 0.2 | 1.0 | 0.4 | 0.6 |
| superblue11_a | 927074 | 42.92\% | 1786342 | 1983090 | 1742941 | 1595907 | 29.7 | 50.3 | 26.3 | 22.2 |
| superblue12 | 1287037 | 44.72\% | 2015678 | 1995140 | 1963403 | 1713915 | 103.6 | 56.5 | 38.6 | 31.6 |
| superblue14 | 612583 | 55.78\% | 1599810 | 1497490 | 1566966 | 1330885 | 16.7 | 48.1 | 17.7 | 13.8 |
| superblue16_a | 680869 | 47.85\% | 1173106 | 1147530 | 1135186 | 1055668 | 20.7 | 41.8 | 18.7 | 14.9 |
| superblue19 | 506383 | 52.33\% | 806529 | 808164 | 781928 | 705509 | 10.5 | 29.6 | 13.2 | 11.9 |
| Norm. Avg. |  |  | 1.19 | 1.16 | 1.08 | 1.00 | 1.04 | 2.09 | 1.08 | 1.00 |

total displacement as the objective function and ignored fences as well as routability-driven constraints. Note that the results of [15], [18] are improved ones reported in [16]. We can see that we have improved over the previous published works by $19 \%, 16 \%$ and $8 \%$ respectively in total displacement.

## C. Trade-off on Window Size

In the third experiment, we verify the trade-off between running time and solution quality on the expansion step of window size. As shown in TABLE IV, a larger window size is beneficial on average displacement while a smaller window size causes $2 \%$ degradation. On the other hand, performing MGL takes less time with a smaller window in most of the
designs, except for dense regions where smaller windows need more expansion iterations. Therefore, this parameter is left viable for users to adjust based on site size and aspect ratio, cell size, core utilization, etc.

## D. Efficiency of Multi-Threading

In the fourth experiment, we verify the efficiency of multithreaded MGL. Since the solutions are identical with different numbers of threads and multi-threading is only implemented for MGL, we only show the running time of MGL in TABLE V, where $1.6 \times, 2.9 \times$, and $4.5 \times$ speedup is achieved with two, four, and eight threads, respectively.

TABLE IV
Trade-off on Window Size

| Benchmark | Avg. Disp. |  |  | Max. Disp. |  |  | Running Time |  |  |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
|  | S* | ${ }^{+}$ | $L^{\ddagger}$ | S* |  | $L^{\ddagger}$ | , | $\mathrm{M}^{\dagger}$ | L ${ }^{\text { }}$ |
| des_per | \|0.962 | 0.9 | 0.968 | 48.4 | 49.5 | 69.8 | 3.17 | 4.74 | 析 |
| des_perf_a_md1 | 0.937 | 0.919 | 0.940 | 92.7 | 60.7 | 60.7 | 0.90 | 1.81 | 3.74 |
| des_perf_a_md2 | 1.237 | 1.148 | 1.142 | 49.7 | 48.1 | 48.1 | 0.77 | 1.67 | 3.23 |
| des_perf_b_md1 | 0.677 | 0.675 | 0.676 | 52.4 | 53.8 | 47.1 | 0.82 | 1.28 | 2.14 |
| des_perf_b_md2 | 0.626 | 0.618 | 0.617 | 37.1 | 27.3 | 26.5 | 0.71 | 1.31 | 2.62 |
| edit_dist_1_md1 | 0.674 | 0.664 | 0.656 | 13.9 | 5.8 | 7.3 | 0.58 | 0.98 | 1.93 |
| edit_dist_a_md2 | 0.620 | 0.614 | 0.613 | 24.1 | 16.5 | 16.4 | 0.71 | 1.30 | 2.77 |
| edit_dist_a_md3 | 0.797 | 0.783 | 0.771 | 56.1 | 74.2 | 83.7 | 1.94 | 2.78 | 5.47 |
| fft_2_md2 | 0.738 | 0.721 | 0.722 | 21.4 | 10.0 | 13.0 | 0.19 | 0.29 | 1.47 |
| fft_a_md2 | 0.562 | 0.563 | 0.566 | 34.3 | 34.3 | 34.3 | 0.15 | 0.22 | 0.35 |
| fft_a_md3 | 0.533 | 0.531 | 0.533 | 11.0 | 11.0 | 11.0 | 0.10 | 0.15 | 0.30 |
| pci__bridge32_a_md1 | 0.655 | 0.652 | 0.653 | 45.8 | 45.7 | 45.7 | 0.23 | 0.33 | 1.22 |
| pci__bridge32_a_md2 | 0.861 | 0.839 | 0.829 | 38.3 | 18.7 | 18.1 | 0.30 | 0.47 | 1.26 |
| pci__bridge32_b_md1 | 0.796 | 0.781 | 0.778 | 54.2 | 51.4 | 51.4 | 6.72 | 0.31 | 0.45 |
| pci__bridge32_b_md2 | 0.745 | 0.704 | 0.698 | 72.3 | 61.7 | 61.7 | 0.16 | 0.32 | . 65 |
| pci__bridge32_b_md3 | 0.966 | 0.925 | 0.87 | 49.8 | 49.8 | 49.8 | 0.17 | 0.34 | 0.71 |


| Norm. Avg. | 1.02 | 1.00 | $\mathbf{1 . 0 0}$ | 1.31 | $\mathbf{1 . 0 0}$ | $1.06 \mid 1.92$ | $\mathbf{1 . 0 0}$ | 2.26 |
| :--- | :--- | :--- | :--- | :--- | :--- | :--- | :--- | :--- | :--- | :--- | :--- | :--- | :--- | :--- | :--- | :--- | :--- | :--- |

* Window expands horizontally (vertically) by four (two) rows for each iteration.
$\dagger$ Window expands horizontally (vertically) by six (four) rows for each iteration
\# Window expands horizontally (vertically) by eight (six) rows for each iteration.
TABLE V
Running Time of Multi-Threaded MGL

| Benchmark | MGL Running Time (s) |  |  |  |
| :--- | ---: | ---: | ---: | ---: |
|  | 1 T | 2T | 4T | 8 T |
| des_perf_1 | 15.66 | 9.16 | 6.12 | 4.74 |
| des_perf_a_md1 | 9.61 | 5.29 | 2.97 | 1.81 |
| des_perf_a_md2 | 8.52 | 4.74 | 2.62 | 1.67 |
| des_perf_b_md1 | 6.06 | 3.44 | 2.04 | 1.28 |
| des_perf_b_md2 | 7.01 | 3.99 | 2.19 | 1.31 |
| edit_dist_1_md1 | 5.14 | 3.14 | 1.64 | 0.98 |
| edit_dist_a_md2 | 7.35 | 4.23 | 2.36 | 1.30 |
| edit_dist_a_md3 | 10.55 | 6.76 | 3.88 | 2.78 |
| fft_2_md2 | 1.44 | 0.87 | 0.46 | 0.29 |
| fft_a_md2 | 0.91 | 0.55 | 0.32 | 0.22 |
| fft_a_md3 | 0.85 | 0.49 | 0.24 | 0.15 |
| pci__bridge32_a_md1 | 1.63 | 1.08 | 0.55 | 0.33 |
| pci_bridge32_a_md2 | 1.79 | 1.23 | 0.70 | 0.47 |
| pci_bridge32_b_md1 | 1.15 | 0.80 | 0.46 | 0.31 |
| pci_bridge32_b_md2 | 1.32 | 0.86 | 0.48 | 0.32 |
| pci_bridge32_b_md3 | 1.38 | 0.88 | 0.48 | 0.34 |
| Norm. Avg. | 1.00 | 0.61 | 0.34 | 0.22 |

TABLE VI
Effectiveness and Run-Time Breakdown

| Benchmark | Avg. Disp. |  |  | Max. Disp. |  |  | Running Time |  |  |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
|  | L* | M ${ }^{*}$ | $\mathrm{F}^{*}$ | L* | M ${ }^{*}$ | F | L* | M ${ }^{\text {* }}$ | $\mathrm{F}^{*}$ |
|  | 0.964 | 0.915 | 0.870 | 49.5 | 10.0 | 10.1 | . | 20.51 | 1.65 |
| des_perf_a_md1 | 0.919 | 0.919 | 0.913 | 60.7 | 60.7 | 60.7 | 1.81 | 0.17 | 1.18 |
| des_perf_a_md2 | 1.148 | 1.148 | 1.143 | 48.1 | 48.1 | 48.1 | 1.67 | 0.27 | 1.17 |
| des_perf_b_md1 | 0.675 | 0.662 | 0.659 | 53.8 | 11.4 | 11.4 | 1.28 | 0.95 | 1.27 |
| es_perf_b_md2 | 0.618 | 0.619 | 0.617 | 27.3 | 24.1 | 24.1 | 1.31 | 0.35 | 1.43 |
| edit_dist_1_md1 | 0.664 | 0.664 | 0.660 | 5.8 | 5.7 | 5.8 | 0.98 | 0.46 | 1.60 |
| edit_dist_a_md2 | 0.614 | 0.614 | 0.612 | 16.5 | 16.4 | 16.4 | 1.30 | 0.52 | 1.60 |
| edit_dist_a_md3 | 0.783 | 0.762 | 0.760 | 74.2 | 23.3 | 23.3 | 2.78 | 11.46 | 1.67 |
| fft_2_md2 | 0.721 | 0.721 | 0.716 | 10.0 | 6.5 | 6. | 0.29 | 0.77 | 0.35 |
| fft_a_md2 | 0.563 | 0.563 | 0.562 | 34.3 | 34.3 | 34.3 | 0.22 | 0.20 | 0.32 |
| fft_a_md3 | 0.531 | 0.531 | 0.529 | 11.0 | 11.0 | 11.0 | 0.15 | 0.10 | 0.28 |
| pci_bridge32_a_md1 | 0.652 | 0.652 | 0.650 | 45.7 | 45.7 | 45.7 | 0.33 | 0.47 | 0.30 |
| pci_bridge32_a_md2 | 0.839 | 0.834 | 0.832 | 18.7 | 18.1 | 18.1 | 0.47 | 0.43 | . 29 |
| pci_bridge32_b_md1 | 0.781 | 0.781 | 0.776 | 51.4 | 51.4 | 51.4 | 0.31 | 0.38 | 0.29 |
| pci_bridge32_b_md2 | 0.704 | 0.704 | 0.698 | 61.7 | 61.7 | 61.7 | 0.32 | 0.48 | 0.27 |
| pci_bridge32_b_md3 | 0.925 | 0.925 | 0.916 | 49.8 | 49.8 | 49.8 | 0.34 | 0.24 | 0.28 |
| Norm. Avg. | 1.01 | 1.01 | 1.00 | 1.66 | 1.00 | 1.00\| | 0.29 | 0.29 | 0.2 |

[^0]
## E. Effectiveness and Run-time Breakdown



Fig. 6. Maximum displacement optimization.

## TABLE VII

Effectiveness of Pin Access Refinement

| Benchmark | Avg. Disp. |  | Max. Disp. |  |  | Pin Access | DRV |  |
| :--- | :--- | ---: | ---: | ---: | ---: | ---: | ---: | ---: |
|  | Off | On | Off | On | Off | On | Off | On |
| des_perf_1 | 0.654 | 0.870 | 3.7 | 10.1 | 7179 | 216 | 272584 | 295232 |
| des_perf_a_md1 | 0.889 | 0.913 | 60.7 | 60.7 | 6429 | 2 | 97534 | 88087 |
| des_perf_a_md2 | 1.113 | 1.143 | 48.1 | 48.1 | 6396 | 2 | 87571 | 73217 |
| des_perf_b_md1 | 0.611 | 0.659 | 11.6 | 11.4 | 6257 | 17 | 63624 | 53696 |
| des_perf_b_md2 | 0.599 | 0.617 | 24.5 | 24.1 | 6517 | 0 | 56347 | 45918 |
| edit_dist_1_md1 | 0.638 | 0.660 | 5.8 | 5.8 | 7863 | 0 | 124029 | 110427 |
| edit_dist_a_md2 | 0.590 | 0.612 | 16.4 | 16.4 | 7979 | 0 | 1884114 | 1857284 |
| edit_dist_a_md3 | 0.710 | 0.760 | 23.3 | 23.3 | 8169 | 194 | 2176311 | 2183820 |
| fft_2_md2 | 0.657 | 0.716 | 5.6 | 6.3 | 2171 | 75 | 17079 | 12814 |
| fft_a_md2 | 0.544 | 0.562 | 34.3 | 34.3 | 2360 | 11 | 59078 | 57282 |
| fft_a_md3 | 0.511 | 0.529 | 11.0 | 11.0 | 1928 | 5 | 41389 | 37625 |
| pci_bridge32_a_md1 | 0.634 | 0.65 | 45.7 | 45.7 | 1712 | 1 | 19566 | 17029 |
| pci_bridge32_a_md2 | 0.796 | 0.832 | 18.1 | 18.1 | 1826 | 18 | 19750 | 16713 |
| pci_bridge32_b_md1 | 0.767 | 0.776 | 51.4 | 51.4 | 1676 | 0 | 20273 | 18122 |
| pci_bridge32_b_md2 | 0.689 | 0.698 | 61.7 | 61.7 | 1710 | 0 | 19964 | 17759 |
| pci_bridge32_b_md3 | 0.885 | 0.916 | 49.8 | 49.8 | 1780 | 1 | 18658 | 16440 |
| Norm. Avg. | $\mathbf{0 . 9 5}$ | 1.00 | $\mathbf{0 . 9 6}$ | 1.00 | 1007 | $\mathbf{1}$ | 1.14 | $\mathbf{1 . 0 0}$ |

In the fifth experiment, we break down the effectiveness and running time of MGL and two post-processing stages. TABLE VI lists the average and maximum displacement and running timing for these three stages. We can see that the maximum displacement decreases by $66 \%$ through maximum displacement optimization and the average displacement decreases by $1 \%$ through fixed row and fixed order optimization. The table also shows that each of the three stages takes about one third of the total running time on average but the maximum displacement optimization dominates in two congested designs. Fig. 6 shows an example of the maximum displacement optimization in which red cells are of the same type while red lines connect cells to their corresponding GP positions. Cells with large displacement in Fig. 6(a) are moved to closer locations in Fig. 6(b).

## F. Effectiveness of Pin Access Refinement

In the sixth experiment, we evaluate the effectiveness of pin access refinement techniques. TABLE VII lists the average and maximum displacement and the numbers of inaccessible pins with the techniques turning on and off. We can see
that the average and maximum displacement increases by $4 \%$ and $5 \%$ through pin access refinement but numbers of inaccessible pins reduce by more than a thousand times on average. In addition, we route the placement results with CUGR [31] and Dr. CU 2.0 [32], and evaluate the actual impact of pin access refinement on routing with the total number of design rule violations (DRVs). With refinement techniques, the total numbers of DRVs are reduced by $14 \%$ on average. The improvement is more significant in designs with fewer DRVs. For other congest designs, the routers have trouble eliminating DRVs.

## V. Conclusion

We presented a legalization method for mixed-cell-height circuits with consideration of routability constraints like pin access, pin short, edge spacing and fence regions. We proposed a multi-row global legalization (MGL) that minimizes the total displacement of the cells within a window towards their given global placement (GP) positions. We formulated and solved the maximum displacement optimization into by a min-cost flow (MCF). Finally, we formulated the fixed row and fixed order optimization problem with a weighted sum of the maximum and average displacement as objective into another MCF problem for further optimization. Comparing with the champion of the ICCAD 2017 Contest [9], we achieved $35 \%$ less average displacement, $13 \%$ less maximum displacement, and much fewer routability-driven violations. We also compared with the state-of-the-art work and achieved an $8 \%$ average displacement improvement.
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